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Abstract—The identification of human beings based on their biometric body parts, such as 

face, fingerprint, gait, iris, and voice, plays an important role in electronic applications and 

has become a popular area of research in image processing. It is also one of the most 

successful applications of computer–human interaction and understanding. Out of all the 

above mentioned body parts,the face is one of most popular traits because of its unique 

features. In fact, individuals can process a face in a variety of ways to classify it by its 

identity, along with a number of other characteristics, such as gender, ethnicity, and age. 

Specifically, recognizing human gender is important because people respond differently 

according to gender. In this paper, we present a robust method that uses global geometry-

based features to classify gender and identify age and human beings from video sequences. 

The features are extracted based on face detection using skin color segmentation and the 

computed geometric features of the face ellipse region. These geometric features are then 

used to form the face vector trajectories, which are inputted to a time delay neural network 

and are trained using the Broyden–Fletcher–Goldfarb–Shanno (BFGS) function. Results 

show that using the suggested method with our own dataset under an unconstrained condition 

achieves a 100% classification rate in the training set for all application, as well as 91.2% for 

gender classification, 88% for age identification, and 83% for human identification in the 

testing set. In addition, the proposed method establishes the real-time system to be used in 

three applications with a simple computation for feature extraction. 
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1. INTRODUCTION 

 Automatic analysis of video data is a very 

challenging problem. To find a particular 

object in a video stream and automatically 

decide if it belongs to a particular class, 

one should utilize a number of different 

machine learning techniques and 

algorithms, as well as solve object 

detection, tracking, and recognition tasks 

[12]. Automatic human recognition tasks 

based on pattern recognition and artificial 

intelligence (AI) use different biometric 

body parts, such as face, fingerprint, gait, 

iris, and voice. Of all these body parts, the 

face is one of the most popular traits 

because of its unique features and 

impression [9]. Identity verification using 

face recognition can be performed without 

the cooperation and knowledge of the 

person being identified. However, 

recognizing a person becomes difficult 

because of the variations in pose, 

illumination, occulation, expression, and 

so forth. [9]. Human identification using 

the face is critical because it considers 

multiple parts of the facial structure, and 

the face of a person changes with the 

passage of time. In fact, individuals can 

process a face in a variety of  
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ways to categorize it by its identity, along 

with a number of other demographic 

characteristics, such as gender, ethnicity, 

and age. In particular, recognizing human 

gender is important because people 

respond differently depending to on 

gender. In sum, a successful gender 

classification approach can boost the 

performance of many other applications, 

including person recognition and smart 

human–computer interfaces [20]. Face 

detection is critical to the final result in 

several applications, such as face 

processing (i.e., face, expression, gender 

classification, and gesture recognition), 

computer–human interaction, human 

crowd surveillance, biometrics, video 

surveillance, AI, and content-based image 

retrieval. It can be viewed as a 

preprocessing step for obtaining the object 

region [7] [12] [20] [21]. Recent research 

carried out face detection by using a 

colorbased algorithm where the 

segmentation of skin-colored regions 

becomes robust only when a proper color 

model is chosen. Several color models 

exist RGB, YCbCr, and HSV color 

models, and each has a specific work field 

and strength [7]. The RGB color space 

consists of the three additive primaries: 

red, green, and blue. The RGB model 

simplifies the design of computer graphics 

systems but is not ideal for all 

applications. The YCbCr color space was 

defined in response to increasing demands 

for digital algorithms in handling video 

information and has since become a widely 

used model in digital videos. Given that 

hue, saturation, and intensity value are 

properties used to describe color, a 

corresponding color model, HSV, logically 

exists. When using the HSV color space, 

knowing what percentage of blue or green 

is required to produce a color is 

unnecessary; the hue is adjusted to get the 

desired color [7]. 

2. PREVIOUS STUDIES  

The present study proposes a short review 

of the latest methods used in gender 

classification. In facial feature extraction, 

various methods apply to extract the 

features from image or video sequences: 

geometry-based, template-based, color-

based segmentation, and appearance-based 

methods [6] [21] [22]. The geometry-based 

method extracts features using geometric 

information, such as the relative positions 

and sizes of the facial components. This 

method, however, requires the classifier to 

use a large number of features. The 

techniques proposed in [6] extract 

geometric features, such as left eye width, 

righteye width, nose width, left eye center 

to mouth left corner, right eye center to 

mouth right corner, left eye center to 

mouth right corner, and right eye center to 

mouth left corner, mouth left corner to 

middle of chin, and mouth right corner to 

middle of chin. [17] proposed using 

geometric features, such as the distance 

between eyebrows to an eye, eyebrow to 

nose top, nose top to mouth, eye to mouth, 

left eye to right eye, nose width, and 

mouth width, all of which are extracted 

using the Viola–Jones algorithm. [1] [8] 

[15] applied a combination of global and 

grid features. Global features include inter-

ocular distance, the distance between the 

lips to the nose tip, the distance between 

the nose tip to the line joining the two 

eyes, the distance between lips to the line 

joining the two eyes, eccentricity of the 

face, ratio of dimension, and width of the 

lips. Grid features include skin color, 

moustache region, lip region, eye tail, 

forehead, eyelid, and nose wing of the face 

image. The template-based approach 

matches facial components to previously 

designed templates using an appropriate 

energy functional. The best match of a 

template in the facial image will yield the 

minimum energy; this approach can be too 

complex due to the extensive computation 

involved and is only effective when query 

and model images have the same scale, 
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orientation, and illumination properties. 

Color-segmentation makes use of skin 

color to isolate the face and any non-skin 

color region. In this approach, the quality 

of the image coupled with illumination and 

hue plays an important role in image 

recognition and rate of classification. For a 

complicated background, [18] based their 

face detection method on the skin color 

feature. The features in the appearance-

based method differs from the simple 

facial features, such as eyes and mouth, 

used in other approaches. Any extracted 

characteristic of the image refers to a 

feature. In methods such as principal 

component analysis (PCA), which was 

proposed by [5] [14] [19] [21] [24] [27], a 

face image is represented as a two-

dimensional N by N array of intensity 

values or a vector of dimension N2. Then 

PCA finds an M-dimensional subspace 

whose basis vectors correspond to the 

maximum variance direction in the 

original image space. New basis vectors 

define a subspace of face images called 

face space. All images of known faces are 

projected onto the face space to find sets of 

weights that describe the contribute of 

each vector. The face can be identified 

through a comparison of a set of weights 

for the unknown face and the sets of 

weights of known faces. [12] applied an 

adaptive feature generation algorithm 

trained by means of the optimization 

procedure according to the LDA principle. 

Gabor wavelets were also used to extract 

the feature vector. These approaches are 

commonly used for facial recognition 

rather than person identification. [3] [24] 

applied Gabor filters at five scales and 

eight orientations for detecting skin 

regions. In [13],a Fourier–Gabor filter was 

applied to extract features from the face 

images. A different size, orientation, and 

scale values were adopted. Regardless of 

the above mentioned methods, a variety of 

classification techniques can be used for 

recognition, such as decision trees, neural 

networks, nearest neighbors classifier 

(NNC), support vector machines (SVMs), 

Bayesian networks, fuzzy logic, and 

genetic algorithms, among many others. 

[11] trained and tested three classifiers 

SVM, back propagation NNs (BPNNs), 

and KNN. These classifiers are then 

optimized through the GA; using this 

approach; they got promising results in 

terms of the classification error rate and 

the minimization of computation time. [6] 

proposed a variant of the decision tree 

algorithm for gender classification of 

frontal images owing to its distinctive 

features. Their technique showed 

robustness and relative scale invariance for 

gender classification. [22] got high 

accuracy by using SVMs for gender 

classification. [3] [21] [26] produced very 

promising recognition rates for three 

applications face recognition, facial 

expression recognition, and gender 

classification, and reasonable results in all 

databases with the same set of features and 

(NNC) classifiers. The system also had 

real-time capability and was automatic. 

[23] used an unsupervised learning 

technique to classify DCT-based feature 

vectors into groups and identify if the 

subject in the input image was ―present‖ 

or ―not present‖ in the image database. 

After training for approximately 850 

epochs, the system achieved a recognition 

rate of 81.36% for 10 consecutive trials. 

The main advantage of this technique is its 

high-speed processing capability and low 

computational requirements in terms of 

speed and memory utilization. In [14], 

PCA matrixes with different numbers of 

components (40, 50, and 60) were passed 

to the NN, which conducted the 

framework with a different layer number, 

different learning algorithms, and a 

different number of neurons in each layer, 

and achieved a high correct classification 

rate of approximately 83.5%. [8] used 

posterioriclass probability and Aartificial 

Neural Network to classify gender and 

age, respectively. The results achieved 

were 100% for face recognition, 98% for 

gender classification, and 94% for age 

classification. In [18], the recognition step 
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was applied by SVM. A good performance 

of the gender classification test was also 

achieved on a relatively large-scale and 

low-resolution video database. [17] 

applied the Artificial Neural Network for 

face, facial expression, and gender 

classification, and produced reasonable 

results in all databases. [12] proposed 

using SVM and presented the experimental 

results gained on a large image dataset. 

More than 90% accuracy of the viewer's 

gender recognition was achieved. The 

myth of a successful real-time gender 

classification depends greatly on the right 

choice of features and classification 

method. In this paper, an algorithm is 

introduced to enhance real-time gender 

classification. The face region is detected 

using skin color segmentation with HSV 

color space, and the features are extracted 

using global geometric properties. A Time 

Delay Neural Network (TDNN) algorithm 

is used for classification tasks. The 

suggested method is implemented by using 

our own datasets. 

3. PROPOSED METHODOLOGY  

The steps of the proposed method can be 

summarized as follows: 

 1) Extract video frames.  

 2) Delete abnormal images from the start 

and the end manually.  

3) Detect the face region from each frame 

using skin color segmentation. 

4) Extract features from each image using 

the geometrybased approach. 

 5) Classify gender using dynamic neural 

networks. 

Face detection With our method, a 

dependable result can be achieved for 

video face segmentation based on skin 

color. The quality of face detection is 

critical to the final result of the whole 

system as an imprecise determination of 

face position can lead to wrong decisions 

at the recognition step [12]. Each video 

sample is taken from our own database. 

The segmentation of skin-colored regions 

becomes robust only by choosing proper 

color model. Numerous applications use 

the HSV color model. Machine vision uses 

HSV color space to identify the color of 

different objects. Image processing 

applications, such as histogram operations, 

intensity transformations, and 

convolutions operate only on an intensity 

image. These operations are performed 

with much ease on an image in the HSV 

color space [2] [7] [12]. We applied skin 

color segmentation with the HSV color 

model to separate all skin color pixels in 

connecting components that use an 

adaptive Gaussian mixture model (GMM) 

proposed by [10]. The adaptive GMM can 

adapt the model parameters to cope with 

changing imaging conditions, such as 

lighting and noise. The segmentation 

method detected the ellipse that represents 

the skin region, both original and skin 

image, as shown respectively in Figure. 

1(a) and (b). 

 
Feature Extraction Geometric-based 

features are extracted using ellipse 

mathematical definition and properties 

[28]. Global features are calculated for a 

video sequence frame from the ellipse for 

the face region, horizontal center (Xo), and 

vertical center (Y0) of the detected face, 

where a and b are the semi-major and 

semiminor axes (half of the major and 

minor axes of the ellipse) respectively. The 

area enclosed by an ellipse area is shown 

as Equation (4). The two foci (the term 

―focal points‖ are also used) of an ellipse 

are two special points F1 and F2 on the 

ellipse's major axis and are equidistant 

from the center point. The sum of the 



ISSN2321-2152 

www.ijmece .com 

                                                           Vol 11, Issue. 2 June  2023 

 

distances from any point P on the ellipse to 

those two foci is constant and equal to the 

major axis (PF1 + PF2 = 2a), denoted. 

 
Classification Method Finally, a TDNN is 

used for gender classification. The TDNN 

is a well-known classifier that is very 

successful in classifying spatio-temporal 

patterns as described in details in my 

previous research [16] and is thus used in 

this research. The architectural 

characteristics of the TDNN have an 

additional feature, known as a tapped 

delay line in its input neuron [12]. In the 

present research, the delays are: in the 

input layer, d1 = 0:3; in two hidden layers, 

d2 = 0:3 and d3 = 0:5; and in the output 

layer, d4 = 0:5. Training and testing 

require a sufficient number of video 

databases. There are many commonly used 

databases for the tasks of human face 

recognition such as Multi-PIE database, 

the FERET database, and SCface, but they 

donot contain a sufficient number of 

videos of different individuals and are 

inadequate for our applications. We 

collected our own database. Table1 

describes the frame parameters.  

4. EXPERIMENTAL RESULTS  

To evaluate the performance of the gender 

classification algorithm, we prepared our 

own video sample for the subject. Figure 

3shows sample face sequences from the 

dataset. TDNN with conjugate gradient 

algorithms, BFGS quasi-Newton 

backpropagation (trainbfg) training 

function in our experiments, The figure 

also showsshows the performance result of 

the human identification and gender and 

age classification system. 

 
The frames that did not display a face part 

from the samples were eliminated. The 

feature vector of all frames form an input 

vector that trains the TDNN, which 

takes70% of the samples for training and 

30% for testing of all persons. During this 

research, the TDNN architecture was 

applied as shown in Figure. 4. Based on 

previous research [16], the sigma mode 

function ―tansig‖ is used in the input and 

hidden layers, whereas the linear transfer 

function pure linear ―purelin‖ is used in 

the output layer. We created 4 layers of 

TDNN with 5 input neurons and 20 hidden 

neurons, with the delay of 0–3 for the first 

two layers and 0–5 for another layer. 

 
5. CONCLUSION AND FUTURE 

WORK  

A real-time classification system using 

TDNN is described according to BFGS 

training algorithms and used for gender 

and age classification and human 

identification. The developed system 

implies that we can classify gender, age, 

and human being with promising 

recognition rate by using global geometric 

features from video. The developed 
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method based on global geometric facial 

features achieves a high classification rate 

of 100% in the training set for all 

application, as well as 91.2% for gender 

classification, 88% for age classification, 

and 83% for human identification in the 

testing set. Future work will be devoted to 

implementing and examining the other 

features extracted from face parts by 

various techniques with real-time 

application. 
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