
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



REVOLUTIONZING EARLY BREAST CANCER DETECTION:A 

COMPREHENSIVE ANALYSIS OF AI APPLICATIONS 

Ms.GANDLAASHRITHA
1
, Mr.SRIRAMBAJAJ

2
, Mr.SANAMUNEER

3
, Mr. 

P.DORAVENKATSAI
4
, K.LOKESH

5
 

1,2,3,4 
UG students, Dept of CSE(CS), Malla Reddy Engineering College 

(Autonomous), Secunderabad, Telangana State  

5
Assistant  Professor, Dept of CSE(CS), Malla Reddy Engineering College 

(Autonomous), Secunderabad, Telangana State  

ABSTRACT: 

An algorithm framework based on CycleGAN and an upgraded dual-path network 

(DPN) is suggested to address the difficulties of uneven staining in pathological 

pictures and difficulty of discriminating benign from malignant cells. CycleGAN is 

used for color normalization in pathological pictures to tackle the problem of uneven 

staining. However, the resultant detection model is ineffective. By overlapping the 

images, the DPN uses the addition of small convolution, deconvolution, and attention 

mechanisms to enhance the model's ability to classify the texture features of 

pathological images on the BreaKHis dataset. The parameters that are taken into 

consideration for measuring the accuracy of the proposed model are false-positive rate, 

false-negative rate, recall, precision, and F1 score. Several experiments are carried out 

over the selected parameters, such as making comparisons between benign and 

malignant classification accuracy under different normalization methods, comparison 

of accuracy of image level and patient level using different CNN models, correlating 

the correctness of DPN68-A network with different deep learning models and other 

classification algorithms at all magnifications. The results thus obtained have proved 

that the proposed model DPN68-A network can effectively classify the benign and 

malignant breast cancer pathological images at various magnifications. The proposed 

model also is able to better assist the pathologists in diagnosing the patients by 

synthesizing the images of different magnifications in the clinical stage. 

INTRODUCTION 

The most definitive criterion for 

detecting breast disorders is a 

histological examination of breast tissue 

[1]. To aid pathologists in diagnosis, the 

traditional auxiliary diagnostics employ 

edge detection to segment cell nuclei [2]. 

Support vector machines [3], random 

forest [4], and other machine learning-

based approaches employ artificially 

derived features for modelling and 

classification [5, 6]. The classification 

1057 



accuracy is low because pathological 

pictures typically have considerable 

differences [7], feature extraction relies 

on high professional expertise, and 

comprehensive feature extraction is 

challenging. Deep learning can 

overcome the limits of manual feature 

extraction and extract complicated 

nonlinear characteristics automatically, 

which has become increasingly popular 

in the categorization of diseased pictures 

[8]. In literature [9] on the BreaKHis 

dataset, the classification accuracy of the 

patient-level and image-level 

classifications was 90 percent and 85.6 

percent, respectively, based on the 

AlexNet model paired with the 

maximum fusion approach for 

classification. Literature [10] used a 

single-task CNN model to train two 

CNN (convolutional neural network). 

Breast cancer can occur in two different 

categories [22–24], namely, benign [25] 

and malignant [26], and is a difficult 

task for pathologists to identify the type 

of cancer. 

LITERATURE SURVEY 

Report From National Cancer 

Registry Programme, India. In JCO 

Global Oncology. American Society of 

Clinical Oncology 

AUTHOR Mathur P., Sathishkumar 

K., Chaturvedi 

ABSTRACT: The systematic collection 

of data on cancer is being performed by 

various population-based cancer 

registries (PBCRs) and hospital-based 

cancer registries (HBCRs) across India 

under the National Cancer Registry 

Programme–National Centre for Disease 

Informatics and Research of Indian 

Council of Medical Research since 1982 

Of fine needle biopsy material from 

the breast cancer. 

AUTHORS: 

Marciniak A., Obuchowicz A., 

Monczak A., Kołodziński M. 

Cytomorphometry 

ABSTRACT: During a fine needle 

aspiration (FNA), a small amount of 

breast tissue or fluid is removed from a 

suspicious area with a thin, hollow 

needle and checked for cancer cells. 

This type of biopsy is sometimes an 

option if other tests show you might 

have breast cancer (although a core 

needle biopsy is often preferred). lt 

might also be used in other situations. 

EXISTING SYSTEM: 

in image generation, the generative 

adversarial network (GAN) [15] is 

commonly utilized. A generator and a 

discriminator form the foundation of the 

system. The loss function is 

continuously optimized to generate 

actual data, which is extremely close to 

pseudodata, through the game between 
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the generator and the discriminator. The 

CycleGAN presented in literature [16] is 

a ring network structure based on GAN 

that can realize style transfer between 

unpaired images and ensure that the 

generated image's color changes while 

remaining consistent with the source 

image. The specifics have not changed. 

PROPOSED SYSTEM : 

Due to the different doses of different 

doctors when dyeing pathological 

images, it is easy to cause different 

shades of stained pathological images, 

especially pathological images of 

different periods, which are very 

different, such as original slice a and 

original slice b in Figure 5. The training 

and modeling of pathological images 

with different staining will lead to a 

decrease in the accuracy of the model, 

so it is necessary to perform color 

normalization on pathological images. 

The red arrows in Figure 5 indicate 

cycle loss, yellow arrows indicate GAN 

loss, and dotted arrows indicate Lcyc. 

SYSTEM ARCHITECTURE : 

 

WORKING METHODOLOGY 

Several machine learning (ML), 

artificial intelligence (AI), and neural 

network technologies have recently been 

investigated for image processing. . The 

CAD system have created an authentic 

and trustworthy system which can 

reduce experimental errors and can 

perform benign and malignant lesions 

differentiation with increased accuracy. 

With these systems image quality can be 

improved for human judgement and 

automate the image readability process 

for perception and interpretation. 

Recently, a number of papers applying 

machine learning and artificial 

intelligence algorithms for breast cancer 

detection, segmentation, and 

classification were published. Deep 

learning models have recently made 

significant progress in computer vision, 

particularly in biomedical image 

processing, due to its ability to 

automatically learn complicated and 
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advanced features from images. This has 

prompted a number of researchers to use 

these models to classify breast cancer 

histopathology images. Because of its 

ability to effectively communicate 

parameters across several layers within a 

deep learning model, convolutional 

neural networks (CNNs) are commonly 

utilised in image-related tasks. 

 

In above screen we can see dataset 

contains 2 folders called Normal and 

Cancer and just go inside any folder to 

view images 

 

So by using above images we are 

training all the algorithms and to train 

this algorithms we have used JUPYTER 

notebook and below screen showing 

code and output details. Each block in 

JUPYTER designed for specific purpose 

and you can read blue colour comments 

to know about the purpose 

 

In above screen we are loading require 

python packages 

 

In above screen we are displaying 

assigned dataset and the length of the 

dataset. 

 

In above screen we are exploring 3 files 

from each class (Normal and Cancer) 
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In the above screen we are resizing the 

image for better clarity. 

 

In above screen we are a model and 

training it with the train data set we 

loaded above. 

 

In the above screen we are running the 

model several times to increase the 

accuracy (30 times in our case).  

 

In the above screen we are evaluating 

the model with the learning curves to 

check the accuracy and loss values. 

 

In above screen we are training with 

Resnet101 and below is the layer details 

 

In the above screen we are importing 

cv2 library to actually test and predict 

the test images. 

 

In the above screen we are importing 

test images and checking whether cancer 

is detected or not. 

CONCLUSION 

Aiming at the problem of high-precision 

detection of breast cancer pathological 

images, this paper proposes a color 

normalization method for pathological 

image slices based on CycleGAN, which 

reduces the influence of uneven staining 
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on the classification of pathological 

images. It is proposed to use DPN to 

establish a detection model. A 1 × 1 

small convolution is added to the 

network structure to enhance the 

nonlinear expression ability of the 

network and better capture the texture 

features of pathological images. By 

adding a deconvolution layer and an 

attention mechanism, the model can 

better allocate the intermediate features. 

The weight of the network improves the 

classification accuracy of breast 

pathological images. A discriminant 

strategy combining confidence rate and 

voting mechanism is proposed to 

improve the classification accuracy of 

patient-level lesions. Experiments show 

that the proposed DPN68-A network can 

classify benign and malignant breast 

pathological images. It has a good effect 

and has certain clinical application value. 

In the future, the segmentation network 

will be combined to accurately label 

malignant areas on the basis of correctly 

classifying malignant images, to achieve 

more accurate clinical auxiliary 

judgments. 
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