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ABSTRACT 

The rapid growth of healthcare data and the increasing need for efficient management have led to 

challenges in cloud-based healthcare systems, including scalability, data security, and integration. 

Existing systems often struggle to manage large data volumes while ensuring secure transmission and 

storage. The aim of this work is to develop a secure and scalable cloud-based framework for efficient 

healthcare data collection and monitoring. The framework begins with collecting healthcare data from 

various sources, followed by preprocessing steps such as K-Nearest Neighbors (k-NN) imputation to 

handle missing values and Min-Max scaling for normalization. The data is then encrypted using Salsa 

20 to ensure security, and Transport Layer Security is applied for secure data transmission to the cloud. 

The processed data is stored in cloud-based solutions for efficient management and real-time access. 

The results show that the latency of cloud systems increases with system load, from 1000 ms at lower 

loads to 4500 ms at higher loads, demonstrating the challenge of maintaining low latency as demand 

grows. Additionally, the Salsa 20 encryption achieves near 100% security strength with key sizes of 

1024 bits. The contribution of this work lies in developing a robust, efficient, and secure framework 

that enhances healthcare data management while ensuring both performance and data security. 

Keywords: Healthcare data, Cloud Storage, Encryption, Data transmission, Salsa20 and Transport Layer 

Security. 

1 INTRODUCTION 

The increasing volume and complexity of healthcare data have emphasized the need for optimized 

systems that can efficiently handle large datasets across various healthcare entities [1]. Traditional 

healthcare data management systems often face challenges in scalability, data integration, and 

accessibility, which can limit their effectiveness in improving patient care [2]. Cloud computing 

presents a powerful solution to these challenges by providing scalable infrastructure for data storage, 

processing, and sharing [3]. The proposed framework aims to optimize healthcare data collection and 

monitoring by leveraging cloud computing technologies to enhance the management, accessibility, and 

analysis of healthcare data, ultimately improving healthcare outcomes [4] [5]. 

Existing methods for healthcare data collection and monitoring primarily focus on centralized systems 

or on-premise servers, which struggle with scalability and efficient data integration [6]. Techniques like 

cloud-based Electronic Health Records (EHR) management, data warehousing, and cloud storage 
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solutions have been widely implemented [7]. However, these systems often encounter issues such as 

limited data accessibility across platforms, lack of seamless integration among different data types, and 

challenges with data security [8]. Despite the adoption of cloud solutions, managing heterogeneous 

healthcare data in a unified and secure manner remains a significant limitation in these existing systems 

[9]. 

The proposed framework addresses these drawbacks by utilizing advanced cloud computing 

architectures designed for enhanced scalability, data integration, and security [11]. By incorporating 

Transport Layer Security (TLS) for secure data transmission and leveraging flexible cloud storage 

solutions, the framework ensures data privacy and integrity [12]. Additionally, it overcomes the 

integration challenges faced by existing methods by providing a unified platform for efficient data 

storage and sharing across healthcare systems [13] [14]. The novelty of this approach lies in its ability 

to seamlessly manage healthcare data through cloud computing while ensuring both security and 

accessibility, optimizing data collection and monitoring for improved healthcare management. 

The paper is structured as follows: Section 2 presents a literature survey, discussing existing works 

and their limitations. Section 3 outlines the methodology, followed by Section 4, which presents the 

results and Section 5 concludes the work. 

2 LITERATURE SURVEY 

The integration of cloud computing in healthcare has revolutionized the way patient data is managed, 

stored, and processed. However, the security and privacy of healthcare data have always been major 

concerns. A secure cloud-based system for safeguarding sensitive medical data by using extended 

privacy homomorphism and modified RSA encryption [18]. Their approach focused on ensuring that 

even when the data is stored in the cloud, it remains protected from unauthorized access. Despite its 

promising results, the authors noted challenges in integrating Internet of Medical Things (IoMT) 

technologies, suggesting that future systems could benefit from further research into implementing 

SMPC techniques to safeguard the confidentiality of healthcare data during the computation phase. 

In a similar vein, Altowaijri (2020) proposed a multi-layered security architecture for cloud-based 

healthcare applications, which emphasized the importance of data encryption, access control, and secure 

communication protocols [19]. The system provided a robust framework for managing healthcare data 

privacy, leveraging both cloud storage solutions and encryption techniques [20]. However, the study 

highlighted issues related to data sharing across multiple healthcare entities, where the encryption 

methods alone were insufficient to prevent unauthorized access during real-time data processing. 

Altowaijri suggested that integrating SMPC could offer a stronger privacy-preserving layer to mitigate 

these issues by ensuring that data remains encrypted even during collaborative computations [21]. 

Another study by Giannopoulos and Mouris (2018) explored the application of SMPC in medical data 

analytics, focusing on privacy-preserving computations that allow healthcare professionals to 

collaborate without exposing sensitive patient data [22]. Their research highlighted the potential of 

SMPC to enable secure computations on encrypted data, which aligns with the growing need for 

collaborative analysis among healthcare providers without compromising privacy [23]. The study 

demonstrated that SMPC could facilitate a secure exchange of healthcare data across institutions, 

offering a promising direction for future cloud-based healthcare solutions. However, the authors also 

pointed out the computational challenges involved in implementing SMPC at scale, particularly in large 

healthcare systems that generate vast amounts of data [24].  

Panga (2021) focused on the detection of financial fraud using hybrid machine learning models, a 

methodology that could be adapted to healthcare data security [25]. The framework combined multiple 

machine learning algorithms such as neural networks, decision trees, and support vector machines to 

identify fraudulent behavior in e-commerce transactions [26]. By applying similar hybrid models to 

healthcare data, it is possible to detect anomalies in patient records and clinical data. While the proposed 
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approach offered improved detection accuracy, it also raised concerns about the quality of data used in 

the training process [27]. The challenge of ensuring clean, high-quality data for accurate fraud detection 

in healthcare systems is paramount, and SMPC could be an essential tool in protecting the data while 

performing such analytics.  

Finally, Ayyadurai (2021) proposed a hybrid recommendation system for e-commerce product 

recommendations, which integrated clustering techniques with evolutionary algorithms to provide 

personalized suggestions [28]. In the healthcare domain, a similar hybrid framework could be used to 

recommend personalized treatment plans or healthcare services by analyzing vast amounts of patient 

data. The study emphasized the role of advanced clustering and optimization methods in improving 

recommendation accuracy, which can be beneficial when applied to healthcare data systems . However, 

just as with e-commerce systems, the challenge remains to ensure the security of patient data during the 

recommendation process. Incorporating SMPC into such systems would ensure that patient data 

remains private while still benefiting from personalized healthcare recommendations.  

2.1 Problem Statement 

While significant progress has been made in cloud computing and data security for healthcare, several 

critical challenges remain unresolved. These challenges include scalability issues, inadequate protection 

of sensitive data and lack of seamless integration [31]. Current systems often face difficulties in 

handling large-scale data as healthcare demands increase, leading to performance degradation [33]. 

Furthermore, the protection of sensitive patient information is still not foolproof, with gaps in security 

measures during data transmission and storage [34]. Additionally, the integration of heterogeneous data 

from various healthcare sources remains complex and inefficient [35]. The work is proposed to 

overcome these challenges by providing an optimized, secure, and integrated cloud-based framework 

for effective healthcare data management and processing. 

3 METHODOLOGIES 

The proposed framework begins by gathering healthcare data from various sources, including patient 

records, medical devices, and health monitoring systems. Data preprocessing follows, with K-Nearest 

Neighbors (k-NN) imputation to handle missing values and Min-Max scaling to normalize numerical 

data. After preprocessing, the data is encrypted using Salsa 20 to protect sensitive healthcare 

information during transmission and storage. The encrypted data is then sent to cloud integration, where 

Transport Layer Security (TLS) is used to ensure secure communication between healthcare systems 

and cloud server. Finally, processed and encrypted data is stored in cloud-based storage solutions, 

providing scalable, efficient, and flexible data management for further analysis and collaboration. The 

proposed framework is illustrated in Figure1. 

 

Figure 1: Workflow of Secure Healthcare Data Management 
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3.1 Data Collection 

Data collection in the proposed framework involves gathering healthcare data from diverse sources, 

including patient records, medical devices, and health monitoring systems. This process ensures 

comprehensive data capture, including medical history, diagnostic results, and real-time health metrics. 

The collected data provides a complete view of patient health, enabling informed decision-making. 

Additionally, the framework ensures that the data is gathered securely and in compliance with privacy 

regulations. By integrating multiple data sources, the system supports robust healthcare analytics. 

3.2 Preprocessing 

The gathered healthcare data undergoes preprocessing to ensure it is ready for analysis.  

3.2.1 Handling Missins values 

The first step in preprocessing is missing value imputation, where K-Nearest Neighbors (k-NN) is used 

to fill in any missing data points by leveraging the similarities between neighboring instances. This 

process ensures that the dataset remains complete and that no valuable information is lost, which could 

negatively impact model accuracy. 

3.2.2 Normalization 

Following this, Min-Max scaling is applied to normalize the numerical data, ensuring all features are 

on the same scale. This step prevents features with larger ranges from dominating the analysis, allowing 

the model to treat each feature equally. These preprocessing steps ensure that the data is clean, 

consistent, and properly scaled, enhancing the effectiveness of subsequent analysis and model training. 

3.3 Encryption 

The pre-processed data is then encrypted using Salsa 20 to ensure the confidentiality and security of 

sensitive healthcare information. This encryption algorithm provides a lightweight yet robust method 

for protecting data during both storage and transmission. By encrypting the data before it is transferred 

to cloud storage, it prevents unauthorized access and ensures that even if intercepted, the data remains 

unreadable without the decryption key. Salsa 20 guarantees strong data protection, aligning with privacy 

regulations and maintaining the integrity of patient information. This step is essential for safeguarding 

healthcare data as it moves through the system. 

The Salsa20 encryption algorithm is a stream cipher that encrypts data by combining a keystream with 

the plaintext through the bitwise XOR operation. The encryption process can be simplified as: 

𝐶𝑖 = 𝑃𝑖⊕𝐾𝑖      (1) 

Where, 𝐶𝑖 is the ciphertext (encrypted data), 𝑃𝑖 is the plaintext (original data), 𝐾𝑖 is the keystream 

(generated by the Salsa20 algorithm) and ⊕ represents the XOR operation. 

Key and Nonce Setup: The algorithm uses a 256 -bit key and a 64 -bit nonce (or counter) to initialize 

the Salsa20 state. 

Keystream Generation: The Salsa20 algorithm generates a keystream by applying a series of 

mathematical transformations on the key and nonce. 

Encryption: The plaintext 𝑃𝑖 is combined with the keystream 𝐾𝑖 through XOR to produce the ciphertext 

𝐶𝑖. In simple terms, Salsa20 encrypts data by generating a keystream from a key and nonce, then 

combining it with the data using the XOR operation to produce encrypted output. 

3.4 Cloud Integration 
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After encryption, cloud integration ensures secure and efficient data storage and transmission. Transport 

Layer Security (TLS) is used to secure communication between healthcare systems and cloud servers, 

preventing unauthorized access during data exchange. The encrypted healthcare data is securely 

transmitted to the cloud, where it can be stored and accessed by authorized parties. Cloud-based storage 

solutions provide scalability, allowing healthcare organizations to manage large volumes of data 

efficiently. This integration facilitates seamless collaboration across different healthcare entities while 

maintaining data privacy and compliance with regulations.  

4 RESULTS 

The results focus on the impact of system load on cloud latency and the relationship between key size 

and security strength in the Salsa20 encryption algorithm. These findings emphasize the need for 

efficient performance and strong encryption in cloud-based systems to handle varying loads and 

ensure data security. 

 

Figure 2: Latency of cloud 

Figure 2 demonstrates the latency of cloud in response to varying system loads. As the system load 

increases from 1 to 7, the response time also rises, indicating a direct relationship between system load 

and latency. The graph shows a steady increase in latency, from 1000 ms at a low system load to 4500 

ms at higher loads, highlighting how increased demand on cloud resources affects processing time. This 

trend reflects the challenge of maintaining low latency in cloud-based systems as they scale. The results 

emphasize the need for optimization strategies to mitigate latency under higher system loads. 

 

Figure 3: Security strength 
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Figure 3 illustrates the relationship between security strength and key size for the Salsa20 encryption 

algorithm. As the key size increases from 128 bits to 1024 bits, the security strength improves, reaching 

close to 100%. The graph demonstrates that larger key sizes provide exponentially stronger encryption, 

enhancing resistance to attacks. At lower key sizes, security strength is weaker, while higher key sizes 

offer significantly better protection. This shows the importance of choosing an appropriate key size in 

Salsa20 for achieving optimal encryption security. 

5 CONCLUSIONS 

The aim of this work was to develop a secure and scalable cloud-based framework for efficient 

healthcare data collection and monitoring. The framework enhances data management, privacy, and 

accessibility across healthcare systems. The results indicate that as system load increases from 1 to 7, 

the latency of cloud systems rises from 1000 ms to 4500 ms, reflecting the challenge of maintaining 

low latency under higher system loads. Additionally, the security strength of Salsa 20 encryption 

improves significantly with key size, reaching near 100% security at 1024 bits. This demonstrates the 

importance of choosing an appropriate key size for robust encryption in cloud-based healthcare systems. 

The proposed framework provides an efficient, secure, and scalable solution for healthcare data 

management, ensuring data privacy and optimizing performance. Future work will focus on 

implementing advanced load balancing and resource allocation techniques to reduce latency and 

improve the responsiveness of cloud-based healthcare systems under varying system loads. 
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