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Abstract— Reduced Instruction Set Computer (RISC) Processors have recently 

become quite an important aspect of keeping up with all the advances in technology. 

This research presents a comprehensive study on the design and simulation of an 

improved RISC processor architecture on Field- Programmable Gate Arrays 

(FPGAs). The objective is to enhance the performance, efficiency, and versatility of 

RISC processors by incorporating novel design techniques and optimizations. The 

proposed design mainly focuses on the improved design of the Arithmetic and Logic 

Unit (ALU). The effectiveness of the proposed design is evaluated through extensive 

simulations. The results demonstrate significant improvements in performance in 

time and total power. The findings of this study indicate that the improved RISC 

processor design offers a promising approach to address the increasing demands of 

modern computing systems. 
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INTRODUCTION 

People began looking at other options as the controller architecture in CISC became more difficult 

and the performance was also below expectations. It had been discovered that speed is eliminated 

when a CPU communicates with memory. The only way to improve CPI was to keep the 

instruction set as basic as possible. Simple in terms of appearance rather than functionality. 

Because of this, relatively few instructions—probably only load and store—in a typical RISC 

architecture require the CPU to access data from memory.In the end, pipelining increased 

performance by a new dimension just by adding a few extra registers, which lowers CPI and raises 

throughput.As a result, the command can be successfully carried out in a single clock cycle. 

It's a widespread misconception that instructions are simply deleted to produce a smaller set of 

instructions when the term "Reduced Instruction Set Computer" is used. The size of RISC 

instruction sets has actually increased over time, and currently many of them contain a greater 

number of instructions than many CISC CPUs. The word "Reduced" in that sentence refers to the 

fact that compared to the "complex instructions" of CISC CPUs, which may require multiple data 

memory cycles to execute a single instruction, any given instruction performs less work, 

accomplishing at most one data memory cycle.Because RISC design uses streamlined machine 

instructions for commonly utilized functions, research has demonstrated that it significantly 

increases computer performance. 

LITERATURE REVIEW 

S. Lad and V. S. Bendre, "Design and Comparison of Multiplier using Vedic Sutras," 2019 

5th International Conference On Computing, Communication, Control And Automation 

(ICCUBEA), Pune, India, 2019, pp. 1-5 

In this computational world, fast processing units are a requirement for many of real time 

applications. These units contain ALU and MAC as the fundamental blocks which are essential 

for efficient and fast execution. Multipliers are fundamentally utilized in Digital signal processors 

as its main component. To maintain the accuracy and increase the speed of execution multiplier, 

adder, registers have to be modified for which the ALU & MAC can have better performance. 

Design of faster multipliers is emphasized for its implementation in processors due to the 

increasing constraints on delay. To enhance the speed of multiplication, there is very high 
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importance of designing faster multipliers. Among several multipliers, Vedic multipliers are 

preferred for their speed of operation, area usage and low power consumption over the other 

existing multipliers. Out of this, algorithms which are based on Vedic mathematics are intensive 

designing fast and low power multipliers. Vedic mathematics has sixteen sutras, out of which 

UrdhvaTiryakbhyam, EkanyunenaPurvena, EkadhikenaPurvena are discussed here along with 

simulation results. The focus of this paper is to achieve best results for area, speed, and power 

parameters for each of the sutras. 

D. Choudhari and Kiran R. Bagade. “Design and Implementation of 16 Bit Processor on 

FPGA.” (2015). 

This project includes the designing of 16- Bit RISC processor and modeling of its components 

using Verilog HDL. The processor is based on Harvard architecture. The instruction set adopted 

here is extremely simple that gives an insight into the kind of hardware which should be able to 

execute the set of instructions properly. Along with sequential and combinational building blocks 

of a processor such as adders and registers more complex blocks such as ALU and memories have 

been designed and simulated. The modeling of ALU which has been done in this project is fully 

structural starting from half adders. At the end the semi-custom layout has been developed for 

ALU. Complex blocks such as memories have been modeled using behavioral approach, whereas 

simple blocks such as adders have been done through structural approach. 

 

Seung Pyo Jung, Jingzhe Xu, Donghoon Lee, Ju Sung Park, Kang-joo Kim and Koon-shik 

Cho, "Design & verification of 16 bit RISC processor," 2008 International SoC Design 

Conference, Busan, 2008, pp. III-13-III-14 

The procedure of design and verification for a 16-bit RISC processor is introduced in this paper. 

The proposed processor has Harvard architecture and consists of 24-bit address, 5-stage pipeline 

instruction execution, and internal debug logic. ADPCM vocoder and SOLA algorithm are 

successfully carried out on the processor made with FPGA. The portable multimedia player (PMP) 

and the personal digital assistant (PDA) are not special item of people. So the low power processor 

and small size processor are made as SOC level ASIC (Application Specific Integrated Circuits). 

The popular processors on SOC level ASIC are the 8051 processor and the ARM 7 processor. The 

ARM 7 is used on SOC level ASIC which is millions gates size. And the 8051 processor is used 

on simple system which needs the small size. But the bit size of simple system is changing 8 into 
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16. So the 8051 processor calculation time is increasing. To replace the 8051 processor the new 

16bit RISC processor is proposed in this paper. The proposed processor is designed to embed on 

SOC at ASIC. The core execution test is done. But for on-chip debugging GDB server program is 

needed for application debugging. The figure 5 shows the connection of the GDB server program, 

the SW debugger and the new core. And for fast programming compiler is also needed. Next target 

of the proposed processor is to develop a compiler and GDB server program for high level user. 

EXISTING METHOD 

There is a small set of data holding place that is known as Register bank. The ALU stores the result 

of operation in accumulator which later on is placed in a storage register and it checks the bits and 

indicates whether the operation was performed successfully. If not successfully executed then some 

type of status will be shown i.e. even known as Z-Flag or status register. Its function is to execute 

programs and operate efficiently for the data stored in memory. A processor has a set of 

instructions which is nothing but a command to perform a task in a computer. The control unit 

holds the instruction to be executed. In CPU, the registers such as address register, data register 

and an instruction register is present. The performance of the CPU is to fetch, decode and execute 

the operations on memory according to the registers. The task of IR includes the decoding the op-

code, determining the instruction, determining which operands are in memory, retrieving the 

operands in memory then assigning a command to a processor to execute the instruction. This is 

done with the help of control unit which generates the timing signals that controls the various 

processing elements which involves in execution of the instruction. 

PROPOSED METHOD 

The architecture of the 16 bit RISC processor. There are 20 fundamental instructions in the 

processor, including data transport, branching, control, and logical and arithmetic instructions. The 

processor is made up of the 16-bit register sets R0 through R7, PC, IR, RegY, and Add_reg 

R. Logic and arithmetic operations are designed to be carried out via the 16 bit ALU. Depending 

on the instruction being followed, the control unit generates the control signals. Idle, fetch, decode, 

and execute are the basic states of the control unit's state machine. There are two flag bits in the 

processor: 0 and Carry. 
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Fig.1: block diagram of processor 

 

Figure 1 depicts the processor's architectural layout. There are two buses, Bus_1 and Bus_2, which 

are each driven by a separate Mux. This multiplexer has an 8:1 ratio. A 3 bit choose line is used to 

select any of the registers R0 to R6 and PC, which are input to Mux-1. The Bus_1 is being driven 

by the output of the Mux_1.ALU, Bus_2, and Memory all get the output of Bus_1 as their input. 

The output of Mux_2 is driving the Bus_2 and is a 4 to 1 mux that employs a 2 bit select line to 

choose the ALU output, Bus_1, and memory word. Using the appropriate load _x signal from the 

control unit, the data from the Bus_2 is loaded into any one of the 16 bit registers. Figure 3 displays 

the processor's instruction format. The three-bit address identifies the source and destination 

registers. There are a total of 32 potential instructions because the opcode is only 5 bits long. 

Given that there are 4 bits left over for potential future use, there is room to increase the number 

of instructions and registers. When a memory location serves as the source or destination, the 

instruction's second word will provide the memory location's address. The current instruction to 

be executed's address is stored in the program counter. Bus-1 and Bus-2 are used to transport the 

contents of the program counter to the address register. The program counter is increased as well 

as the contents of the memory location pointed by the address register are sent to the instruction 

register via Bus_2. To carry out the operation, the control unit generates the control signals after 

decoding the instruction. Once the processor has been created, all of the instructions should be 

tested for functionality. By using the clock gating technique at a fine-grained level, the processor 

is optimized for power dissipation. Clocks are turned off in a circuit using the clock gating 

technique in order to reduce power consumption by reducing the amount of time that logic modules 
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spend idle. The units for which the clock is to be gated have been identified in the processor 

architecture, and each module's condition for gating is assessed separately. The clock is masked 

with an AND gate in the case of a register file because only the source and destination registers 

are used during execution and the remaining registers are idle. 

 

 

 

Fig.2: Clock Gating at fine grained level 

 

The masking AND gate with an enable signal is used to connect the various modules to the clock 

in Figure 2. Carefully examining the processor's functionality and timing diagram yields the 

information needed to determine the prerequisites for activating the enable signal for individual 

modules. 

 

 

Fig.3: Clock enable signal for flip-flop 
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1.1 RESULTS 

 

 

1.1.1 RTL Schematic: 
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Fig.6.1 RTL schematic 

Delay: 
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6.3 Power 

 

 

 

 
Fig.6.4.1 Simulated Output 

 

Fig.6.3.1 Time 

Simulated Output: 
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CONCLUSION 

Design, simulation, functionality testing, and evaluation of the 16-bit processor was done in the 

proposed work. Also by applying clock gating at a fine-grained level allows for power 

optimization, the performance of 16-bit RISC processor will be increased. Modules are grouped 

in accordance with the instructions to perform instruction level clock gating. A group of flip flops' 

clock activation functions are extensively examined for both on and off states. In the comparison 

table power and area evaluated before and after the use of the clock gating approach. The developed 

CPU has a lower absolute power dissipation than the 16-bit processor created. 
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