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Abstract— 

 

Thanks to recent improvements in mobile 

technology, SMS texting has become more 

commonplace than ever before. Because of this, more 

and more spam messages are being sent via mobile 

devices. Even while emails still account for the vast 

majority of spam, short message service (SMS) 

providers are getting close. Having one's mobile 

device flooded with spam texts is something no one 

wants. There are a lot of ways to detect and reduce 

spam communications, and studies on the topic are 

always happening. There are tremendous obstacles to 

overcome when trying to categorize spam in SMS 

texts. Several machine learning methods, including 

Support Vector Machine (SVM), Naive Bayes (NB), 

and Random Forest (RF), have been investigated in 

this issue. On the other hand, these methods have 

their limitations, thus they can't accurately categorize 

all kinds of spam. Therefore, in order to find a more 

trustworthy and precise method, a comprehensive 

inquiry is necessary. We present Long Short-Term 

Memory (LSTM), a state-of-the-art RNN design that 

uses memory cells in its Gating Mechanism, to tackle 

this problem.  

Machine learning, artificial intelligence, natural 

language processing, and long short term memory are 

its keywords. 

 

INTRODUCTION 

 

With billions of people using mobile devices every 

day, messaging is a crucial method of interpersonal 

communication. This kind of communication, 

however, becomes susceptible in the absence of 

adequate message filtering measures. This 

vulnerability is further amplified by spam, making 

SMS conversation very unsafe. The prevalence of 

spam is one of the main complaints leveled against 

IM services. Emails sent to people without their 

permission are known as spam, and they may be quite 

annoying. Content such as phishing attempts or ads 

for goods and services are commonplace in these 

communications. The proliferation of spam 

communications parallels the meteoric rise in the use 

of mobile devices as means of communication. These 

notifications might cause consumers to lose money in 

certain situations. Spam costs nothing for the sender 

but a big penny for the receiver. Not only does spam 

cause people to lose valuable time, but it also 

interrupts critical conversations, which might lead to 

the disclosure of sensitive information. Our 

interactions have been drastically altered by the 

advent of technology. Through the use of ever-

evolving chat applications and other gadgets, we are 

able to maintain flawless communication even when 

we are physically apart. Since the introduction of chat 

programs, the volume of spam messages has 

skyrocketed. Unwanted, uninvited, and potetially 

harmful electronic messages are known as spam.  

B. Issue Description Recurrent neural networks are a 

kind of artificial neural network. To generate the 

current state input, RNNs employ the output from the 

previous state. Current RNNs, however, have issues 

with diminishing gradient descent. The gradients of 

the loss function tend to approach 0 when more 

layers with particular activation functions are added 

to a neural network, making it difficult to train the 

model successfully. One kind of Recurrent Neural 

Networks (RNNs) designed to overcome the 

shortcomings of more conventional RNNs is the 

Long Short-Term Memory (LSTM) network. To 

lessen the impact of training deep networks' 

drawbacks, they may handle sequential input and 

gradually learn long-term dependencies.  

In 1997, Hochreiter and Schmidhuber presented the 

LSTM design. It solves the vanishing gradient issue 

by improving the standard RNN model with cell 

states, which aid in remembering or forgetting 

information. There is a network of gates, and each 

one controls one of these cellular states. A memory-

cell state gate, an input gate, a forget gate, and an 

output gate make up the four main gates.  

If the incoming data is significant enough, the input 
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gate will hold it. To determine how much of the prior 

concealed state to save in the memory cell, the forget 

gate is responsible. After the input and forget gates 

have made their determinations, the information is 

updated by the memory-cell state gate. Lastly, the 

output gate determines the network's output by using 

the state of the memory cells at the moment. 

 
C. Related Works 

 

A novel approach to spam email filtering is shown in 

research [14–16] by combining email context with 

particular qualities using PV-DM and the TF-IDF 

framework. Two vectors are used to represent each 

email, and the final categorization is performed by 

combining the findings from both vectors. Their 

results show that this dual-vector method improves 

the robustness of classifiers against changes in 

language structure and message coherence, and 

performs similarly to classic PV-DM and Bag-of-

Words (BoW) models. Applying ML and DL 

methods to the task of Twitter sentiment analysis and 

spam detection is the subject of an additional research 

[17]. Spam detection is the process of finding and 

removing undesirable material, such as false profiles, 

ads, and unnecessary details. For real-time spam 

detection and removal, the researchers use a variety 

of ML and DL algorithms. Also, sentiment analysis 

may tell you whether a tweet is pleasant, negative, or 

neutral in tone based on its emotional tone. This 

research looks at how well ML and DL models can 

categorize tweets' sentiment in real time. Decision 

trees, support vector machines (SVMs), naive Bayes, 

and neural networks are some of the machine 

learning algorithms that are compared in a later 

research [18] that focuses on spam identification. 

Metrics like accuracy, precision, recall, and F1 score 

are used to assess the performance of these models. 

They are trained and tested on datasets that include 

both spam and non-spam samples. Various 

algorithms' abilities to decrease both false positives 

and false negatives are also investigated in the study. 

The article goes on to say that these algorithms utilize 

things like keywords, email headers, sender 

information, and language patterns to identify spam 

from real material. The authors of the study published 

in [19] investigate the use of machine learning to 

identify phishing and spam emails. This paper delves 

into several machine learning algorithms that have 

been trained on labeled email datasets to identify 

phishing and spam communications. These 

techniques include random forests, decision trees, 

support vector machines (SVMs), Bayes classifiers, 

and others. Improving the efficiency of email filtering 

systems is explored in the article, which also uses 

performance measures like accuracy and precision to 

assess various solutions. In addition, the paper offers 

suggestions on how current algorithms might be 

improved to increase detection rates and decrease 

false positives. 

 

II. METHODS 

 

Here are the main parts of an LSTM unit:  

The "cell state," an essential part of an LSTM model 

that acts as a memory cell and stores data throughout 

time, is the first component. In this picture, the cell 

state (the horizontal line at the top) is like a conveyor 

belt; data may pass across it unaltered. To 

compensate for the shortcomings of short-term 

memory, this technique allows crucial information to 

be preserved as the sequence is processed, 

guaranteeing that data from earlier time steps may 

impact subsequent ones. The model is able to 

regulate what is remembered or forgotten because 

gates govern the addition or removal of information 

as the cell state evolves. 2) Gates: The "Forget" gate 

finds out which bits of data from the cell's state may 

be ignored. 
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Forming a server for the backend: 1. Place the model 

that has been trained for SMS spam detection on the 

server. 2. Make sure a port is open so the chatbot's 

frontend may talk to each other. 3. Take in user 

messages via strings and feed them into the trained 

SMS spam-detection model. 4. The model will 

transmit its predictions to the server in the backend, 

which will then transmit them to the server in the 

frontend. Building a server for the front end:  

1. Establish a connection between the chatbot's 

(mobile app's or website's) frontend and the frontend 

server. 2. Make a separate thread for every client so 

their requests are not mixed up with each other. 3. 

When the user selects the "send" button, accept their 

communications. 4. After establishing a 

communicable port at the backend server, send the 

messages to that server and wait for a response. 5. 

Leave if "spam" is the reply. 6. Respond 

appropriately to the user if the answer is "ham". 

Details on how to put the LSTM model into action  

B. Dataset Employed Following the recommendation 

of Almeida and Hidalgo, we use a dataset consisting 

of SMS spam. There are about 5,574 records in this 

collection. Text messaging via SMS is a part of it. 

Additionally, there are English-language discussions 

that include numerical and textual elements into 

sentences of varied lengths. There are no unlabeled 

entries in this dataset. The number of records labeled 

as spam is 1, whereas the number of entries labeled 

as regular communications is 0. Our team has also 

made any necessary adjustments to the data. Simple 

greetings like "Good morning," "Good evening," etc., 

have been flagged as spam. Part C: Dataset 

Preprocessing To prepare data that is derived from 

natural language, this technique employs Natural 

Language Processing (NLP). Natural language 

processing (NLP) is a method that gives computers 

human-level comprehension of natural language [15]. 

To prepare data for computers to understand, a 

number of methods are used. In this research, we  

The term The process of converting a sentence's 

words into their token form is known as tokenization. 

Using a set of defined, engaging vocabulary words, 

this process creates a word tokenizer. Once a 

sentence's words have been constructed, they may be 

transformed into sequence data using a word 

tokenizer. When terms are tokenized, they become 

indices, and for unknown phrases, the index is set to 

0. As part of the padding process, we extend all of the 

dataset's sequences consistently so that LSTM and 

GRU may train on them. In order to get the optimal 

message length, we use (1). We add zeros to the 

beginning of sequences that are less than the needed 

length to make them fit the intended length after the 

message length is optimized. Word Embedding—

This technique takes a set of pre-processed words and 

turns them into a more complicated vector 

representation called embedding space, which has 

more dimensions than regular word data. All LSTM 

and GRU model training relies on this vectorization. 

Following data padding and truncation, word 

embedding is applied with an embedding size of 32 

to raise the input data's dimensionality and provide a 

better representation for the model's learning.  

Modeling—Using the Long Short-Term Memory 

(LSTM) method, a deep learning approach, we 

construct models to classify SMS spam. 
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E. Verification and Testing The difference between 

the predicted values and the actual target values is 

called loss, and it is computed using loss functions.  

A model's accuracy is a measure of how well it 

predicts outcomes. Here is one way to put it: 

 
The following are the training and validation loss and 

accuracy graphs: The following inferences are 

possible from the charts shown above:  

Errors in Training and Precision: Over the course of 

the training epochs, the accuracy improves and the 

loss drops, eventually reaching near 100%. Accuracy 

and Validation Loss: Potential overfitting is indicated 

by an increasing validation loss, which starts out low.  

After the third epoch, validation accuracy begins to 

decline from its high initial state. 

 

 
The model seems to be overfitting, as the validation 

loss is increasing and the validation accuracy is 

somewhat decreasing, even if the model does well on 

the training data. An increase to the dropout rate to 

40% prevented the model from being unduly reliant 

on any one neuron during training, which in turn 

improved its generalizability and prevented 

overfitting. To avoid overfitting, the model can't be 

trained for too long; early halting cuts training when 

the validation loss stops increasing. After correcting 

for overfitting, plots reveal a steady decline in 

training loss and a constant validation loss beyond a 

certain point (caused by early termination).  

After a certain point, the validation accuracy 

stabilizes, and the training accuracy approaches 

100%, indicating that overfitting has been 

successfully addressed. 
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The following figure shows the results obtained after 

providing different inputs to the model- 

 
To develop the chat application, the following 

technologies were used – 

 
III. RESULTS 

Impressive accuracy in distinguishing between spam 

and valid communications has been achieved by 

using an LSTM (Long Short-Term Memory) model 

for spam detection in a chat application. Following 

training on a labeled dataset, such the widely-used 

spam.csv file, the LSTM model successfully captured 

word relationships over the long run. occurrences, 

which is critical for comprehending the background 

of conversations on chat. The capacity to retain 

context over The model's ability to generate more 

educated predictions is enhanced in longer sequences, 

leading to better spam categorization in real-time chat 

situations. By reducing the number of false positives 

and correctly recognizing spam messages, the model 

was able to prevent the incorrect flagging of real 

interactions. See Figure 6. Illustration 1: Training and 

Validation Revenue after the removal of overfitting  

Figure 7: Validation and Training Precision after 

correction for overfitting Figure 2 illustrates the 

output from running the model with various inputs: 

Figure 8: LSTM Model Outputs The following 

technologies were used in the development of the 

chat application: Section I: Table of Non-Useful 

Tools and Technologies Development of a Python 

backend 2 Python Packages (e.g., Scikit-Learn and 

Pandas) Web front-end development, spam detection 

model, ReactJS, and React Native Work on the 

mobile front end 5. Web testing using Selenium  

6. Testing using Postman API Part III: Findings  

Impressive accuracy in distinguishing between spam 

and valid communications has been achieved by 

using an LSTM (Long Short-Term Memory) model 

for spam detection in a chat application. After 

training on a labeled dataset, we introduced features 

like group chat, media upload (images, videos, gifs, 

pdf), login, and logout in addition to spam detection. 

This is what the chat app's web and android versions 

have to offer in terms of results: 
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IV. CONCLUSION 

 

Because of their ability to grasp contextual 

information and long-term relationships inside text 

sequences, LSTM (Long Short-Term Memory) 

networks perform better than conventional spam 

detection systems, according to the validation 

findings. Because of this improvement, LSTM 

networks are better able to detect spam material in 

different situations by understanding linguistic 

subtleties than traditional methods. Long short-term 

memories (LSTMs) are essential for spam detection 

in conversational or sequential contexts because they 

can handle sequences of data and remember previous 

inputs, in contrast to traditional machine learning 

algorithms that depend on hand-crafted features and 

may have trouble accounting for sequential word 

patterns.  

 

Long short-term memory (LSTM) networks are great 

at recognizing complex spam communications 

because they comprehend the structure and flow of 

language over time, in contrast to approaches that 

rely on static, independent variables, such as decision 

trees or logistic regression. Long Short-Term 

Memory (LSTM) models are able to separate 

messages that seem identical by learning patterns in 

the sequence of words. This allows them to detect 

minor signs of spam that other models may miss.  

Because of its superior comprehension of both the 
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current and previous words or phrases, LSTMs excel 

in processing complicated text data, which is 

particularly useful in ever-changing contexts like chat 

apps, where spam patterns might change.  

Consequently, as compared to other machine learning 

approaches, LSTMs' sequence processing capabilities 

provide a more resilient and versatile strategy for 

spam identification. Our end result is an all-inclusive 

chat software that works well on mobile devices as 

well as the web. This program has sophisticated text 

message spam detection features. Several Natural 

Language Processing (NLP) methods were used to 

pre-process the text messages in order to make sure 

the spam identification is accurate and efficient. 

Some of these methods include word tokenization, 

which segments text into its component words; 

padding and truncating, which adjust the length of 

input sequences to meet model specifications; and 

word embedding methods, which convert text data 

into numerical sequences that the LSTM model can 

handle more efficiently. The LSTM model has been 

painstakingly trained using a Kaggle dataset that 

includes 5,574 messages in total. Additional data that 

was targeted to those specific spam messages was 

also included in the training process to further 

improve the model's effectiveness against certain 

forms of spam. Overfitting was also addressed by 

implementing early halting and raising the dropout 

rate. Consequently, the chat app now has strong anti-

spam features without sacrificing functioning. A lot 

of the functionality that users are used to from more 

traditional chat apps is available here as well, 

including the ability to transmit media items like 

movies, photos, and PDFs. The software is a flexible 

and easy-to-use platform for communication since it 

provides emoji responses and allows group 

conversations. 
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