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Abstract 
It is widely anticipated that in the near future, 

machines will be able to mimic human reactions and 

thought processes. Deep Learning is very crucial to 

the emergence of AI, ML, and Knowledge 

Engineering. This article presents a solution to a real-

world issue of predicting a vehicle company's 

popularity using machine learning methodologies. 

The topic is characterized as a regression or 

classification challenge. categorized or labelled. 

Additionally, it investigates methods for deducing a 

system's function that may characterize an underlying 

structure from unlabeled data. Clustering is a method 

of learning without supervision. 

Keywords—Machine Learning, Regression, 

Classification, Supervised Machine Learning, 

Logistic Regression, KNN, Random Forest.  

 INTRODUCTION 
 

Technology has a significant influence on our daily 

life in this day and age. Emerging technologies such 

as artificial intelligence [6], knowledge engineering, 

machine learning, deep learning [4][5], and natural 

language processing [7][8] are key to today's most 

prominent initiatives. The goal of artificial 

intelligence research is to design computers with 

cognitive abilities and emotional regulation 

capabilities comparable to those of humans. When it 

comes to AI, machine learning is fundamental since it 

gives AI the capacity to learn and improve itself. 

Building algorithms that can autonomously choose 

data and learn from it is the main goal of this 

approach. When it came to forecasting a product's 

future success or failure, statisticians and engineers 

used to collaborate. Because of this procedure, the 

development and release of the product were 

postponed. One of the biggest obstacles is keeping up 

with the product as data and technology evolve. This 

was facilitated and accelerated by machine learning. 

Many different types of machine learning algorithms 

fall into one of four main categories: One kind of 

learning algorithm is supervised learning, which 

begins with analysis of a given training dataset and 

then gives a function to predict future output values 

[7, 9, 10]. In order to foretell what's to come, this 

algorithm may be trained on fresh data with labels 

and applied to previously learnt data. Using a training 

dataset, unsupervised learning algorithms reveal 

which ones aren't • Semi-supervised learning 

combines elements of both unsupervised and 

supervised learning [6] [11]. Most of the data used by 

these algorithms is unlabeled, while a tiny portion is 

labelled. The Reinforcement Algorithm [12] interacts 

with the environment via actions and error discovery. 

Machines and software agents may use it to learn 

how to behave optimally in a given situation, which 

in turn boosts their performance. Some examples of 

supervised learning tasks are classification and 

regression. Classification relies on values derived 

from observation to form conclusions. In this task, we 

use a mapping function f on input variables x to 

approximate a discrete output variable y. 

Classification typically produces discrete output, but 

it has the potential to provide continuous probability 

for each class label. A real or continuous value is 

used as the output variable in a regression issue. This 

issue involves approximating a continuous output 

variable y from a set of input variables x using a 

mapping function f. In most cases, regression 

produces continuous output; however, with integer-

based class labels, discrete output is also possible. A 

multivariate regression issue is one that involves 

many output variables. This article will center on an 

issue selected from hackerrank in which a vehicle 

manufacturer is attempting to introduce a new model 

that incorporates some popular elements from their 

current lineup. Using a machine learning method, we 

can forecast how popular it will be. This issue falls 

within the purview of supervised learning and may be 

characterized as a regression problem, more 

specifically a multivariate regression problem. 

Because of this, a number of supervised learning 

techniques will be used to make this forecast. 
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RELATED WORKS  
 

To forecast 463 S&P 500 stocks, the author of the 

article "Predicting stock movement direction with 

machine learning: An extensive study on S&P 500 

stocks[1]" used several classification techniques, 

including logistic regression, gradient boosted trees, 

artificial neural networks, and random forests. The 

author has run a battery of tests using these 

classification algorithms to investigate the stocks' 

predictability. Unfortunately, the author's desired 

outcome was not achieved while attempting to 

forecast future prices using the existing prior data. 

But they were effective in demonstrating the recent 

dramatic increase in the predictability of Asian and 

European indices. The author proposes a novel 

method for handling missing weather data in the 

article "Performance evaluation of predictive models 

for missing data imputation in weather data[2]" by 

comparing five different approaches—linear 

regression, support vector machine (SVM), random 

forest, KNN implementation, and kernel ridge—

using the NCDC dataset. The two steps they used to 

deal with the dataset's missing values were (1) 

deleting the whole row that had the missing value and 

(2) impute the missing data. To deal with the missing 

data, they ran both procedures and compared the 

results. To predict the Amazon EC2 Spot Price one 

week and one month in advance, the author of the 

article "Amazon EC2 Spot Price Prediction using 

Regression Random Forests [3]" suggests a model 

based on Regression Random Forests (RRFs). In 

addition to predicting the execution cost and 

suggesting when the user should bid to reduce 

execution cost, this prediction model would be useful 

for planning when to buy the spot instance. 

 

 ALGORITHMS 
 

K-Nearest Neighbor (KNN) [13]: KNN has a second 

strength; it skips the training phase altogether, or at 

least has a short and painless one. What this implies 

is that KNN is not good at generalizing from training 

data, and that testing is where you should be directing 

your attention. This is why KNN has a reputation for 

being a leggy algorithm. Working with KNN—

Presuming The data set is an NXP dimensional 

matrix. P stands for situations, which may be defined 

as. At least one characteristic (N) is present in every 

scenario (={,……., }). In each case, the output values 

are represented by a vector O, where o={ ….. }. What 

to do: 1. Via a loop that repeats X times, the output 

values for query scenario q of the X closest neighbors 

are saved in vector r = { …… }. a. The iteration in 

the domain {1… P} is continuing, symbolized by I in 

the following scenarios derived from the dataset. b. If 

not, then set Next up are t and f. c) Repeat as 

necessary until the dataset is exhausted. d. Keepingt 

in vector c and f in vector r. 

 

 
 

Arithmetic mean is calculated for r- 
When it comes to making predictions, logistic 

regression is a good choice [14]. Logistic regression 

is used when the dependent variable is a binary one. 

This approach is useful for describing data and 

explaining relationships between independent and 

dependent variables. This statistical approach uses 

dependent variables that are binary, with values as 

low as 1 as high as 1. The goal of this approach is to 

find the best-fitting model by explaining the 

relationship between independent variables and 

binary attributes of interest. In order to forecast a 

logistic transformation, logistic regression generates 

confidences of a formula: 

 

 
 

If the feature of interest is present, the probability is 

denoted by p. The logged odds define the logit 

transformation. 
 

 
 
 

Estimation in logistic regression is achieved by 

selecting parameters that optimize the chance of 

witnessing the sample values. Block C. Random 

Forest: The goal of random forests, a subset of 

supervised classification algorithms, is to generate a 

forest with a certain degree of randomness. The 

findings are more accurate when there are more trees. 

You may use random forest to conduct regressions as 

well as classifications. Random forest classifiers are 

able to model for categorical data and can manage 

missing inputs. There are two steps to how Random 

Forest works: 1. Making a Random Forest is the first 

step. a. From the set of m characteristics, choose K at 

random. b. Using the optimal split point, determine 

which of the 'K' characteristics belongs to node 'd'. c. 
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The node is divided into two younger nodes. d. 

Continue steps a through c until you achieve a total of 

1 node. e. To make n trees, just repeat steps a through 

d n times. So, a forest is established. 2. The next step 

is to use a random forest classifier to produce 

predictions: a. The testing characteristics and rules of 

each randomly formed decision tree are used to 

forecast and record an outcome. b. For every target 

that is predicted, votes are computed.  

 

The final forecast is the one with the most votes. D. 

A V-Machine for Support [17] Among the supervised 

machine learning algorithms used for classification 

and regression issues is Support Vector Machine, or 

SVM for short [18]. With successful training data 

classification and improved generalizability to new 

data, support vector machines (SVMs) aim to 

maximize the margin of the training data by locating 

the ideal separation hyper plane. Section IV: 

Information on the Experiment and Its Numerical 

Models An information-rich.csv file contains two 

data sets: 1. Train.csv — This file contains 

information on each automobile and is used as a 

training dataset. Using variables like purchase price, 

operating cost, number of doors, number of seats, and 

more. Here are a few of the characteristics: a. 

buying_price: The purchasing price of the vehicles is 

described by the buying_price property. The range is 

[1.....4], with 1 being the lowest price and 4 being the 

highest. b. maintenance_cost: You may specify the 

automobiles' maintenance cost using the 

maintenance_cost attribute. The maintenance cost 

goes from 1 (the lowest) to 4 (the highest), with 1  

being the lowest and 4 the highest. c. number of 

doors: This property describes the number of doors in  

the automobile. It takes values between 2 and 5, with 

each value representing the number of doors in the 

car. d. number_of_seats: This characteristic shows 

how many seats are in the automobile; it may take on 

the values [2, 4, 5] to indicate the number of seats. e. 

baggage boot size: Set to a value between 1 and 3, 

this characteristic indicates the size of the luggage 

boot. Value 1 represents the lowest boot size and 3 

represents the greatest. f. Safety rating: What 

constitutes a car's safety rating is described by the 

safety rating feature. It may take on values between 1 

and 3, with 3 indicating very high levels of safety. g. 

popularity: An automobile's level of popularity may 

be expressed using the popularity characteristic. On a 

scale from 1 (the worst automobile ever) to 4 (the 

finest car ever), its values vary from 1 (the worst) to 4 

(the best). The experiment was carried out using the 

Python programming language. To resolve the issue, 

we used the following Python libraries: pandas, 

numpy, matplotlib, seaborn, and sklearn. Figure 1 

displays the sample of training data. The training data 

format is shown in figure 2. Figure 3 provides a 

concise overview of the training data. 

 

 

 

 

 
Fig 1: Training Data 

  

 
Fig 2: Training Data Schema 
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Fig 3: Training Data Description Training data visualization
:  
 

Figure 4 is a bar chart showing the popularity of 

various parameters. The x-axis shows the popularity 

of the parameter on a scale from 1 to 4, and the y-axis 

shows the total number of automobiles that 

correspond to that parameter. Figure 5 illustrates a 

histogram of parameter popularity, with safety rating 

(x-axis) and popularity (y-axis) scaled from 1 to 4, 

respectively. Figure 6 shows a stacked plot of 

parameter popularity, with purchase price and 

maintenance cost on the x-axis and safety rating and 

popularity on the y-axis, scaled from 0 to 3.5, 

respectively. 2. CSV file -: Automobiles with the 

aforementioned features (but not popularity) make up 

the test dataset. Using the remaining variables, we 

want to forecast which vehicles in the test dataset will 

be the most popular. 

 
 

 
Fig 4: Bar Chart representation of Popularity 

parameter 
 

 

 
 

Fig 5: Hexplot of popularity 
 

 
Fig 6: Stacked Plot of parameter popularity 

 
 

RESULT AND DISCUSSION  
Finding out the model's efficacy using different 

performance indicators is the next step after running 

the Machine Learning Algorithm. Every Machine 

Learning Algorithm has its own unique set of 

performance measures. To illustrate: We use a variety 

of performance measures, including Accuracy, 

Precision, Recall, Cross Validation, and f1 Score, for 

classification [19]. We employ Root Mean Square 

Error (RMSE) [20] and Mean Square Error (MSE) 

[20] when we apply a machine learning algorithm to 

make a forecast, such as when we sell a vehicle or try 

to estimate the value of a stock. The performance of 

the Machine Learning Algorithms used to this topic 

cannot be measured due to the lack of output data. 

Nevertheless, we have documented the anticipated 

results in a.csv file that was generated after the 

execution of the methods described in this article. 

Table 1 shows the results of our accuracy calculations 

for the machine learning models we used. 
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TABLE I. TRAING TESTING ACCURACY OF 

MODELS 
 

 

CONCLUSION AND FUTURE WORK  
 

Machine learning is an emerging method for 

addressing practical issues. The supervised learning 

algorithms discussed in this article, including 

Logistic Regression, KNN, SVM, and Random 

Forest, were used to forecast how popular a vehicle 

company's predictions would be on a scaling scale of 

[1...4]. It is evident from table 1 that SVM is 

providing us with the best outcome. In light of this, 

we want to improve the accuracy of the predictions in 

our future work by tweaking the SVM model now in 

use. Because they allow for a greater generalization 

of difficulties, deep learning and neural network 

methods will also be our emphasis while solving the 

challenge. 
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